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● Automated Documentation of End-to-End Experiments in Data Science, PhD Workshop, ICDE’19
● Learning to Validate the Predictions of Black Box Machine Learning Models on Unseen Data, HILDA, SIGMOD’19
● Towards Unsupervised Data Quality Validation on Dynamic Data, ETMLP, EDBT’20
● Automating Data Quality Validation for Dynamic Data Ingestion, EDBT’21
● DORIAN in Action: Assisted Design of Data Science Pipelines, VLDB’22 

End-to-End Management of 
Experimental Data Science on 
Biomedical Molecular Data

Goal Assist end-users in performing data science tasks that are too 
complex, time-consuming, or overwhelming (automate & facilitate)

 Examples 

● Automated Documentation of Data Science Experiments -  how to 
automatically detect and track relevant information and digital artifacts

● Unsupervised Data Quality Validation - how to automatically detect data 
quality issues without continuous manual inspection of data pipelines

● Validating the predictions of Black-Box ML models - how to 
demonstrate the effectiveness of Black-Box ML models on previously 
unseen production data

● Assisted Design of Data Science Pipelines - how to help novice-users 
or domain experts design efficient end-to-end DS pipelines

https://sergred.github.io/
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Understanding of the 
problem / business 
needs

Data collection (heterogeneous remote sources)
Data preprocessing (batch/streaming modes)
Data transformation (feature engineering)

Performance evaluation
Meeting the business needs

Data validation
Data mining and modeling
Machine [deep] learning
Pipeline stacking
Deployment and maintenance

Delivering precise and 
actionable insights to the right 
person at the right time! 

Post-processing
Visualization
Reporting 

Data Science Processes



• Complete record of procedures, reagents, data, 
and thoughts to pass on to other researchers

• Explanation of why experiments were initiated, how 
they were performed, and the results

• Main source for reproducibility of experiments

• Legal document to prove patents and defend your 
data against accusations of fraud

• Scientific legacy in the lab

* Keeping a Lab Notebook, NIH, Office of Intramural Training and Education 
[https://www.training.nih.gov/assets/Lab_Notebook_508_(new).pdf]

A Lab Notebook is … *



Sergey Redyuk

Automated Documentation of Data Science Experiments

80% of workload – solving technical problems

• Abundance of tools and frameworks – “glue” code, “smells”

• Multi-tenant environment

• Lack of systematic holistic approaches

• Try-Fail-Learn-Iterate paradigm

Reproducibility as the core of the scientific method is at stake

Automated Documentation of End-to-End Experiments in Data Science 3 / 10

https://rss.onlinelibrary.wiley.com/doi/pdf/10.1111/j.1740-9713.2015.00827.x
https://www.nytimes.com/2014/08/18/technology/for-big-data-scientists-hurdle-to-insights-is-janitor-work.
html
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Validating the predictions of Black-Box ML models
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Other Data 
Pipelines

Key-Value 
Stores

Web Crawls

Search EngineDatabase

Preprocessing

Preprocessing

Preprocessing

Scenario I. Retail Company



Assistance required
➔ to bring down costs
➔ to increase scalability of data ingestion, experimentation, pipeline design, etc.
➔ to reduce the time domain experts and engineers have to spend on fixing DQ 

issues, validating the models, aka ‘Janitor Work’
➔ to adapt for non-expert users

Automation is not always possible
➔ user input needed
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Overall Challenges



Assisted Design of DS Pipelines

● Design of DS pipelines might be overwhelming for 
domain experts and novice users
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● Even for ML experts, hard to keep up with new development

● Assisting tools are bound to a particular context
○ Supported DS tasks
○ Supported DS operators
○ Supported evaluation processes

● What if… application domains surpass this context
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https://docs.google.com/file/d/1O71I_lb9qLXoUXQ3R6e-lbkf30Z2tIpV/preview


Approach
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DS Pipeline Extractor
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Evaluation, Classification



Sergey Redyuk (sergey.redyuk@tu-berlin.de), Zoi Kaoudi, Sebastian Schelter, Volker Markl

DORIAN in action: Assisted Design of Data Science Pipelines

● Design of DS pipelines might be overwhelming for 
domain experts and novice users
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● Assisting tools yield limited applicability in a wide 
range of application domains

● DORIAN is a human-in-the-loop approach for the 
assisted design of DS pipelines that supports a large 
and growing set of DS tasks, operators, and arbitrary 
user-defined evaluation procedures.

mailto:sergey.redyuk@tu-berlin.de
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Evaluation, Regression & Clustering
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Evaluation, Regression & Clustering (manual)
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Design Decisions

Pipeline as DAG[Operation, ConnectionPoint]

Operation as f[List[Input], List[Output]], semantically enriched black box

Hyperparameter as special Input

DS ontology to decouple Operation’s intent from implementation
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Design Decisions [cont.]

Evaluation Process supports arbitrary use cases

(pairwise comparison of candidates)

Interaction Table records user actions and preferences 

Ranking Objectives are extendable and take into account two scenarios: where the end-user does or does not specify 
the offset pipeline (aka Initial recommendations vs Incremental improvements)

Ranking considered a non-dominated sorting problem
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Data Science toolbox became popular among natural and social scientists who 
tend to get overwhelmed due to a large variety of available methods and 
parameters to choose from. This project aims to assist with an interactive 
environment where a user specifies the task at hand and receives guidance for 
designing powerful data analytics based on curated past experience of others.

1.

3.

5.

4.

2.

6.

“Specify data to analyze and the 
task at hand - easy to start.”

“Here is how I would 
perform the task - the 
choice is all yours.”

“Find the best solution.”

“Play.
 Learn.
 Iterate.”

“Tell me what you think. Choose a solution you like 
more. Adapt to your needs. Add, remove, update.”

“I learn from past
experience of other
people and improve
my suggestions.”


